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ABSTRACT  

A set of hyperspectral image data are made available, intended for use in modeling of imaging systems. The set contains 
images of  faces, landscapes and buildings. The data cover wavelengths from 0.4 to 2.5 micrometers, spanning the 
visible, NIR and SWIR electromagnetic spectral ranges. The images have been recorded with two HySpex line-scan 
imaging spectrometers covering the spectral ranges 0.4 to 1 micrometers and 1 to 2.5 micrometers. The hyperspectral 
data set includes measured illuminants and software for converting the radiance data to estimated reflectance. The 
images are being made available for download at http://scien.stanford.edu  
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1. INTRODUCTION 
Conventional imaging systems, such as color imaging, exhibit relatively broad spectral responses. For predicting the 
performance of such imaging systems, it is desirable to have a model of the underlying detailed spectral properties of all 
elements of the imaging chain, including relevant scenes. Such detailed spectral information can be captured using 
hyperspectral imaging. For each pixel, a hyperspectral imager samples the spectrum in a large number of spectral bands, 
so that the image can be seen as a "cube" of data with two spatial dimensions and the wavelength as a third dimension. 
Typically, hyperspectral imaging samples the spectrum with sufficient resolution to capture the spectral characteristics of 
most solids. Therefore hyperspectral data contain spectral information at a level of detail which is sufficient for a 
detailed modeling of conventional imaging systems. 

There are still only a limited number of hyperspectral image collections which are freely available [1-5]. The purpose of 
the work presented here has been to record hyperspectral images of some scenes of interest for image systems 
development and instructional use. The imagery includes outdoor scenes, several human faces and a "still life" test 
image with a fruit basket and a color chart. The data span a wide spectral range, from 400 to 2500 nm wavelength. 

2. HYPERSPECTRAL IMAGE RECORDING 
Many technologies exist for hyperspectral imaging. The most common configuration, which is used here, is an imaging 
spectrometer where a slit in the focal plane defines one row of pixels, whose spectra are projected on the columns of an 
image sensor, thus recording a spatial slice of the "hypercube". The imaging spectrometer is typically used in a line-scan 
configuration where the scanning provides the second spatial dimension. Imaging spectrometers have the significant 
advantage of recording all bands simultaneously for any given pixel, eliminating spectral artifacts due to movement or 
non-stationary scenes. On the other hand, the line-scan imaging modality can lead to spatial artifacts from imperfect scan 
movement or scene movements during recording. 

Here we used two HySpex line-scan imaging spectrometers[7] whose characteristics are summarized in Table 1. The 
HySpex VNIR-1600 covers the visible and near infrared (VNIR) spectral range from 400 to 1000 nm with 3.7 nm 
resolution and 1600 spatial pixels across the field of view. The HySpex SWIR 320m-e covers the "short wave infrared" 
(SWIR) spectral range from 970 to 2500 nm with 6 nm spectral resolution. This camera has only 320 pixels across the 
field of view, essentially due to the limited maturity of detector arrays in the SWIR range. The VNIR camera has a total 
field of view of 17 degrees, so that the nominal angular extent of a pixel is 0.185 mrad along the field of view. The 
magnification of the SWIR camera is such that the pixel size is 4 times larger in SWIR compared to VNIR. Because of 
the non-centrosymmetric optics, magnification of both cameras vary somewhat across the field of view, with the ends of 
the field of view deviating by about 10% from the mean magnification. According to the manufacturer, the camera 
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optics is end-to-end corrected to minimize spatial and spectral co-registration errors. Such errors can otherwise lead to 
significant artifacts in the spectra[8]. The "smile" and "keystone" distortions are specified to less than 10% of a pixel. 

Table 1. Basic specifications for the HySpex cameras used to record the images. 

 HySpex VNIR-1600 HySpex SWIR-320m-e 
Spectral range 400-1000 nm 9700-2500 
Spectral sampling 3.7 nm 6 nm 
No. of bands 160 256 
Angular field of view 17 degrees 13.5 degrees 
Spatial resolution along FOV 0.185 mrad 0.74 mrad 
Spatial resolution across FOV 0.37 mrad 0.74 mrad 
No. of pixels along FOV 1600 320 
   
Closeup lens 1 m 3 m 1 m 3 m 
Field of view 0.30 m 0.90 m 0.23 m 0.68 m 
Spatial sampling along FOV 0.2 mm 0.6 mm 0.7 mm 2 mm 
Depth of focus 7 mm 67 mm 28 mm 255 mm 

 

Here, rotation scanning is used to cover the spatial dimension perpendicular to the slit. The two cameras were placed on 
a rotation stage such that the axis of rotation and the direction of the slit are both vertical, and the scan proceeds in the 
horizontal direction. The scan speed is chosen to approximate square pixels, where horizontal and vertical pixel 
sampling intervals are nominally the same. Note that in this version of the VNIR camera, the slit width is chosen so that 
it corresponds to 0.37 mrad in the scan direction, twice the pixel sampling interval. Therefore the images will appear 
somewhat sharper in the vertical direction. 

The cameras are placed side by side on the rotation stage with a center to center distance of 10 cm. For finite object 
distances, this displacement leads to slightly different viewing angles for the two cameras. Also, the recording with the 
two cameras is performed in two successive scans with the particular setup used here, so that the VNIR and SWIR 
images are not recorded simultaneously. For these reasons, a simple pixel to pixel mapping is not possible between the 
two spectral ranges. 

The cameras have their focus fixed at infinity. For imaging of objects at closer range, a corrective lens is installed at the 
entrance aperture. Here, corrective lenses for 1 m and 3 m object distance have been used for the indoor recordings. The 
resulting resolution and field of view are shown in Table 1. 

The integration time, which sets a lower limit on the scan speed, was normally chosen so that the brightest areas of the 
image approached but did not reach saturation. The well capacity of the VNIR camera is about 40000 electrons so that 
the peak signal to noise ratio is on the order of 200. The signal to noise ratio tends to be lower towards the ends of the 
spectral range due to the wavelength dependencies of the illuminant spectrum, optical throughput and detector quantum 
efficiency. Multi-frame averaging of each scan line was used in some of the images to improve the signal to noise ratio. 

Images of faces and the "still life" scene were recorded indoors under artificial light from two unfiltered tungsten studio 
lamps. Bands below 420 nm and above 950 nm were excluded in the VNIR images due to low SNR values, leaving 133 
spectral bands. Outdoor images were recorded in daylight, in partially overcast conditions, and the full spectral range of 
the two cameras was used. 

3. DATA PREPARATION AND FORMAT 
During recording, the cameras store the images in a lossless "corrected raw data" format with 16 bits per sample, 
intended for real-time processing[9]. After recording, a separate software uses camera calibration data embedded in the 
raw files to convert the images to 32-bit floating-point radiance values (W/(sr nm m2)). 



 

 

 
Figure 1.  Hyperspectral image of a simple test scene. The image on the left shows the still life scene rendered under the 
studio tungsten lamps. The spectral power of the illuminant and the color signal of a red surface in this scene (highlighted 
by a white square) are plotted in the graph in the lower left of this figure.  The image on the right shows the scene rendered 
under D65 and the graph on the right plots the spectral power of D65 and the red surface under this illuminant. The graph in 
the middle plots the spectral reflectance of the red surface, extracted from the actual image data.  

For indoor recordings in artificial light, the data are converted to reflectance as follows: The spatial variation of 
illumination was characterized by recording images of a large white board placed directly in front of the imaged objects. 
A low-order polynomial function was fitted to the observed illumination variation, and then used to compensate for these 
variations in the radiance image. Independent measurements of the spectral power in the illuminant were also made 
using a zinc oxide calibration target. The illuminant spectrum can be divided out of the data to yield images of apparent 
spectral reflectance. The reflectance estimates obtained this way do not take into account the 3D structure of objects, 
which leads to shading effects. Also, we have ignored the slight increase of light reflected back from the room when the 
white board is placed in the object plane. Despite these shortcomings, the images of spectral reflectance realistically 
represent the apparent scene properties as observed by a camera. 

The full set of floating-point image data represent a very large volume of data which cannot be realistically posted 
for online access at this time. Therefore, we compress the data using the singular value decomposition (SVD) to find 
a relatively small set of spectral basis functions and corresponding coefficients that  account for 99.99% of the 
variance for each hyperspectral image [10, 11]. Using the SVD we can reduce the file size by a factor of 30 for faces 
and 10 for the scene illustrated in Figure 1.    Figure 2 shows the spectral reflectance of several patches in the 
Macbeth ColorChecker derived from the full and compressed hyperspectral image data. Some deviations are 
apparent, but overall the simple compression scheme reproduces the data to a good accuracy. 



 

 

 
Figure 2. Effect of data compression. This figure plots the spectral reflectance of patches in the Macbeth Color Checker in 
the "still life" scene.  The spectral reflectance is plotted in solid colored lines and the reflectance generated from the spectral 
basis function coefficients is shown as a dashed gray line.  

4. SCENES AND IMAGE SETS 
4.1 Test scene 

A "still life" test scene is shown in Figure 1. It consists of a fruit basket, a Macbeth color checker and a reflectance 
reference on a light grey table and with a dark grey background. The reflectance reference has regions of nominally 5, 50 
and 90% reflectance. (In retrospect, it can be noted that secondary illumination from the table will tend to distort the 
light reflected from the reference.) The recording of images from the still life scene was done with averaging of 8 
exposures for each scan line to obtain a high SNR. A similar set of images was recorded when the fruit and vegetables 
were partially decayed from being stored for a week at room temperature. 

4.2 Faces 

The faces of about 70 subjects were imaged using the VNIR and SWIR cameras. To obtain a good signal to noise ratio, a 
relatively slow scan rate was used so that the scanning of a face lasted about 20 seconds. The subjects were resting their 
head against a wall, and were instructed to try to hold their breath during scanning across the face. Still, the slow 
scanning leads to some motion artifacts in the images. In particular, blinking artifacts are visible on the eyelids in many 
cases. Also, it is inevitable that most of the facial expressions are not very lively. A few images were recorded with very 
long scan times, and then breathing is visible as oscillations on lines in the image. 



 

 

 
Figure 3.  Samples taken from the face database.  Although the faces were illuminated by studio tungsten lamps, the faces 
are shown here rendered under D65.  

4.3 Outdoor scenes 

Two outdoor scenes were imaged: the Stanford main quad (Figure 4) and the view from a nearby hill overlooking the 
San Francisco bay ("the Dish", Figure 5). The rotary stage of the two HySpex imagers was used to record full 360-
degree panoramic scans. Unfortunately, for practical reasons only small sections of the recorded images shown in the 
figures are being made available online at this time. The image from the quad was recorded in difficult conditions with 
varying cloud cover, where the wall with colorful murals is on the shadow side of the building. The hilltop views were 
recorded in mostly sunny conditions with a thin cloud cover in some areas. 

5. DATA ACCESS AND USAGE 
The data can be accessed through www.scien.stanford.edu . The website contains the compressed hyperspectral data as 
well as Matlab source code for decompression and more detailed technical information about the images. The subjects 
whose faces are included in the image set have consented to having their hyperspectral image published. Subjects are not 
to be identified by name. Further details about usage rights are given on the website. 



 

 

6. DISCUSSION AND CONCLUSIONS 
We are aware of only one other hyperspectral face database that is available for public use[6].  Our data extends this 
previous work to include hyperspectral images of faces captured at relatively high resolution, not only in the visible, but 
also in the NIR and SWIR spectral ranges. The images represent the spectral properties of the scenes with an accuracy 
which is sufficient, even after compression, for accurate modeling of a variety of imaging systems. The data may also be 
used to test algorithms for image analysis, with the limitation that "ground truth" information about the true properties of 
scene materials is not available beyond what can be seen from the images themselves. Not least, we believe that the data 
will be valuable for instructional use. Images are being made available from the Stanford Center for Image Systems 
Engineering (SCIEN) together with detailed technical data including software to read images into Matlab. 

 
Figure 4. This figure shows part of a panorama scene that includes the outside of the Memorial Church at Stanford 
University. The left graph shows the spectral energy in the gold paint on the church and the right graph shows the spectral 
energy in the sky.  



 

 

 
Figure 5. Views towards San Francisco and Stanford from "the Dish". 
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